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Abstract

In this work, we define a new metric of the distance and depth of penetration between two
convex polyhedral bodies. The metric is computed by means of a linear program with
three variables and m+n constraints, where m and n are the number of facets of the two
polyhedral bodies. As a result, this metric can be computed with O(n+m) algorithmic
complexity, superior to the best algorithms known for calculating Euclidean penetration
depth. Moreover, our metric is equivalent to the signed Euclidean distance and thus
results in the same dynamics when used in the simulation of rigid-body dynamics in
the limit of the time step going to 0. We demonstrate the use of this new metric in
time-stepping methods for rigid body dynamics with contact and friction.
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1. Introduction

Rigid multibody dynamics (RMBD) is an important area of mathematical modeling
that seeks to predict the position and velocity of a system of rigid bodies. Current
research in rock dynamics [32], human motion [11, 28], robotic simulation [38, 37], and
virtual reality [21, 30, 31] are just a few of the numerous areas that use RMBD.

Approaches for simulating rigid multibody dynamics with contact and friction have
included piecewise differential algebraic equations methods [20], acceleration-force lin-
ear complementarity problem methods [12, 16, 36], penalty (or regularization) methods
[15, 33], and velocity-impulse, complementarity-based time-stepping methods [8, 10, 34,

IThis paper is based on the Ph.D. thesis of the first author [18]
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35, 29, 5, 2]. While these approaches differ in philosophy, they have one common compu-
tational requirement: they need the distance between two bodies, as well as a measure
of their depth of penetration should it occur. There exist approaches that ensure that
the bodies involved in collision and contact never penetrate [27] and thus need to com-
pute only the distance between bodies and not the penetration depth. Nevertheless,
such approaches have significant difficulty in handling other constraints, such as joint
constraints. Moreover, ensuring that penetration does not occur in any circumstance
requires extremely small time steps, a feature that often limits performance. Allowing
for some penetration permits more flexibility in the dynamics resolution and, in partic-
ular, permits the development of schemes that proceed at fixed time step [5, 2, 29]. The
reason is that collision and contact resolution can be done as a part of the complemen-
tarity problem that determines the new velocity. Many other RMBD algorithms allow
for some amount of penetration [15, 33, 8, 22].

To allow for penetration, RMBD approaches need the computation of the depth of
penetration between two bodies. The metric of the relative configuration of two bodies
most commonly used in RMBD that also allows a description of the penetration depth
is the Minkowski penetration depth. For convex polyhedral bodies, several good and
practical algorithms compute this depth [22, 23, 1]. The reason for focusing on convex
polyhedral bodies is that they are possibly the most used primitive shapes in computa-
tional geometry for the purpose of simulation; any body can be well approximated by
unions of such convex polyhedral bodies. Nevertheless, all algorithms for computing the
Minkowski penetration depth have a guaranteed complexity that is superlinear in the
total number of facets of the polyhedra. Moreover, for the purposes of RMBD it is not
necessary to use this particular metric. What is necessary is to define a signed metric
of the relative configuration that is 0 when the bodies are in contact, positive when
separated, and negative when penetration occurs and that has particular features that
make it usable, namely, an ability to efficiently describe and compute its differentiability
properties, the key for setting up the dynamics [3], as well as some compatibility be-
tween it and the Minkowski penetration depth. This follows from the fact that RMBD
is defined only in terms of presence and absence of exact contact. Thus, what is truly
needed is a metric that behaves robustly as the dynamics is approximated by means
of time discretization, when some amount of penetration could occur. This observation
can be used to define more efficient metrics of relative configuration between two bodies
that still result in the correct dynamics in the limit of the time step going to 0.

In §2 we introduce such a metric for the amount of separation and penetration be-
tween two convex polyhedra bodies. The novel metric is based on a linear program whose
constraints are defined in terms of the faces of the polyhedral bodies involved. Follow-
ing results from complexity theory of linear programming [25], we conclude that the
theoretical complexity of computing this metric grows only linearly with the number of
faces of the two bodies. Moreover, the metric is equivalent to the Euclidean distance and
Minkowski penetration depth [18] and will thus produce the same dynamical trajectories
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of the simulated system in the limit of the time step going to 0 with the same asymptotic
efficiency. For such a metric (or any metric) to be usable in a time-stepping algorithm,
one needs to compute its (generalized) gradient information, which defines the contact
normals, including for possibly inactive contact features. In §3 we describe how this is
done for our metric. The key step in computing the generalized gradient information is
to decompose the contact configuration in its basic features, which we call events. In §4
we describe how the new metric we defined can be included in a time-stepping scheme
and we demonstrate in §5 its use in several numerical experiments.

2. The ratio metric

While minimal Euclidean distance between two bodies is a useful metric, it fails
to describe the extent of the penetration when it exists. In this case, we can use the
Minkowski penetration depth (MPD), the natural extension of the Euclidean minimum
distance function, to quantify the penetration depth between two bodies. It is the
minimum length of a translation vector that is applied to one of two penetrating bodies
that results in the interiors of the displace bodies being disjoint. Let P1 and P2 be convex
polyhedra. The MPD between the two bodies is defined formally as

PD(P1, P2) = min{‖d‖|interior(P1 + d)
⋂

P2 = ∅}.

The worst-case deterministic complexity in computing the depth of penetration using
MPD is O(m2 + n2) [1, 23, 24], where m and n, respectively, are the number of faces of
P1 and P2. Agarwal et al. [1] have produced a randomized method for approximating
the depth of penetration with complexity of O(m3/4+εn3/4+ε) for any ε > 0.

Our goal is to define a new measure that defines the distance between convex poly-
hedra and whose complexity is only linear in the total number of faces m+ n.

2.1. Expansion and Contraction Maps

We use the defining inequalities to provide a compact way to describe a convex
polyhedron. Then we define the expansion (or contraction) of that polyhedron with
respect to a given interior point. We find that there exists a mapping associated with
this expansion/contraction, which we also define.

We use the notation CP(A, b, xo) to be the convex polyhedron P defined by the
linear inequalities Ax ≤ b with an interior point xo. We will often just write P = CP(A,
b, xo). Also, for any nonnegative real number t, the expansion (contraction) of P with
respect to the point xo is defined to be

P (xo, t) = {x|Ax ≤ tb+ (1− t)Axo}.

If the interior point xo is obvious or assumed to be known, we will often write P(t),
for simplicity of notation. Hart [18] has shown that whenever P = CP(A, b, xo) has a
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Figure 1: Demonstration of growth

nonempty interior, then P (xo, s) ⊆ P (xo, t) if and only if s ≤ t. Moreover P (xo, t) must
be convex.

For any value of t > 0, P (xo, t) is a polyhedron similar to P. The faces of P (xo, t)
are parallel to the corresponding faces of P. Also, the expansion (contraction) of P(t) as
t increases (decreases) is linear in every radial direction centered at xo. In particular,
every point on the boundary of P (xo, 2) is exactly twice as far as the corresponding
point of P is from xo. See Figure 1.

The family of polyhedra {P (xo, t)|t ≥ 0} is often described as a concentric family
with center xo. Notice that we always have P(xo, 1) = P. Notice also that for any value
of t ≥ 0, we get xo ∈ P (xo, t). Moreover, P = CP(A, b, xo) is already closed; thus, if P
is bounded, then P(xo, 0) = xo.

2.2. Ratio Metric for Polyhedra

We now define a metric based on the simultaneous expansion or contraction of two
convex polyhedra. The idea is that two nonintersecting convex polyhedra will simulta-
neously expand until they reach perfect contact. Likewise, two interpenetrating convex
polyhedra will simultaneously contract until they reach perfect contact. In brief, the
ratio metric penetration depth captures the amount of expansion or contraction needed
to achieve perfect contact.

Definition 1. Let Pi = CP (Ai, bi, xi) be a convex polyhedron for i = 1,2. Then the
ratio metric between the two sets is given by

r(P1, P2) = min{t|P1(x1, t)
⋂

P2(x2, t) 6= ∅}, (2.1)

and the corresponding ratio metric penetration depth (RPM) is given by

ρ(P1, P2) =
r(P1, P2)− 1

r(P1, P2)
. (2.2)
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Suppose Pi = CP (Ai, bi, xi) is a convex polyhedron for i = 1,2. Then Pi(xi, 0) is
always equal to {xi}, Pi(xi, t) is always closed; and, given any point z, we can find a
nonnegative real number ti such that z ∈ Pi(xi, ti). As long as x1 and x2 are distinct,
the ratio metric between the two sets is well defined, and thus so is the ratio metric
penetration depth. We also note the following.

• P1 and P2 interpenetrate if and only if r(P1, P2) < 1 and ρ(P1, P2) < 0.

• P1 and P2 do not intersect if and only if r(P1, P2) > 1, and ρ(P1, P2) > 0.

• P1 and P2 intersect but do not interpenetrate (they are in perfect contact) if and
only if r(P1, P2) = 1 and ρ(P1, P2) = 0.

Moreover, since the value returned by the ratio metric is nonnegative, it is impossible
for two of our convex polyhedra to have a ratio metric of 0 if their corresponding given
interior points are distinct. Also, r(P1, P2) = 0 if and only if x1 = x2.

An important issue is the computational complexity of the metric. We note that
equation (2.1) is a linear program. Indeed, a reformulation of the definition of r results
in

r(P1, P2) = min{t ≥ 0 | Aix ≤ tbi + (1− t)Aixi, i = 1, 2}. (2.3)

The linear program has a primal space made of the variables t, x and thus has a dimension
of the primal variable space equal to 4 for three-dimensional configurations and 3 for
two-dimensional ones. Since our special signed distance function for convex polyhedral
bodies is based on solving a linear program, the advantage is that computing this metric
function has complexity O(m+n), where m, n are the number of facets of the polyhedra.
This results from the complexity of linear programming when the dimension of the primal
variable set is fixed (4 in our case) but the number of constraints is variable [25].

Arguably, other metrics could be defined with the same sign as ρ. Nevertheless,
we chose this definition since it simplifies the proof of the metric equivalence theorem,
described next.

2.3. Metric Equivalence

Of course, the metric we have defined is different from the Minkowski penetration
depth. Nevertheless, for the purpose of using the metric in multibody dynamics, all that
is truly needed is for the metric to be compatible with the Euclidean metric, in the sense
that if one converges to 0, so should the other. Moreover, since we aim to maintain
feasibility in the limit of the time step going to 0, as described in §4, this feature is
needed only in a neighborhood of the configurations with perfect contact.

In particular, we will assume that our simulations do not allow too much penetration.
To model this restriction, we will choose a parameter ε ≥ 0 that represents the maximum
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allowable penetration between any two bodies. With this restriction, we can now state
the metric equivalence theorem, proved in the Ph.D. thesis of the first author [18].

Theorem 2. Let Pi = CP (Ai, bi, xi) be a convex polyhedron for i = 1,2, s be the MPD
between the two bodies (or the Euclidean distance if the two bodies do not penetrate each
other); D be the distance between x1 and x2; and ε be the maximum allowable Minkowski
penetration between any two bodies. Then the ratio metric penetration depth (RMPD)
between the two sets satisfies the relationship

s

D
≤ ρ(P1, P2) ≤ s

ε
.

if P1 and P2 have disjoint interiors, and

−s
ε
≤ ρ(P1, P2) ≤ − s

D

if the interiors of P1 and P2 are not disjoint.

When h is the step size, the importance of the metric equivalence theorem (2) is that,
if a method using RPD is O(hp), where h is the time step, then so is that method using
MPD. Therefore, not only will the MPD noninterpenetration constraints be satisfied by
time-stepping schemes based on RPD, but they will have the same asymptotic order
with lower computational complexity.

3. Differentiability of the ratio metric function

For the mathematical model of polyhedral contact dynamics problems, we need to
calculate normal vectors when contact exists [3]. In particular, if the gap function is
differentiable, then the normal vector is simply the gradient of the gap function. On the
other hand, when the bodies are polyhedral, the gap functions cannot be differentiable.
Nevertheless, as we later show, the gap function is piecewise differentiable. In this case,
elements of its generalized gradient can be used to generate normal vectors that are used
in the same way as for multi-contact configurations. We describe the machinery for this
process in this section.

3.1. Perfect Contact

We begin by defining the concept of perfect contact. Two convex polyhedra are said
to be in perfect contact when there is a nonempty intersection without interpenetra-
tion. When two bodies are in perfect contact, the region of contact must lie on the
boundary of both bodies.

Definition 3. In n-dimensional space, a basic contact unit (BCU) is any contact
that occurs when
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• two convex polyhedra are in perfect contact,

• the contact region attached to a BCU is a point, and

• exactly n+1 facets are involved at the contact.

The point where the contact occurs is called an event point, or more simply, an event.

Notice that when there is perfect contact, regardless of the dimension, the intersection
of two convex polyhedra in perfect contact is the convex hull of the event points [18].
In Figure 2, for instance, the contact region is a line segment, that is the convex hull of
the two events shown.

Figure 2: 2D example: contact region is convex hull of BCUs.

Occasionally, at a point of perfect contact, we will simply say that an event occurs.
In Figure 2, for instance, we have two point-on-face events occurring.

If Pi = CP (Ai, bi, xi) is a convex polyhedron for i = 1, 2, and t∗ = r(CP (A1, b1, x1), CP (A2, b2, x2)),
then P1(x1, t

∗) and P2(x2, t
∗) are in perfect contact. Let E be any event of this perfect

contact. For any i = 1, 2, we define the restrictions of Pi(xi, t) to E, which we denote as
PE(xi, t), to be the convex body defined by the facets of P (xi, t) that involve E.

Suppose we have PLi
= CP (ALi

, bLi
, 0) as the local representation for a convex poly-

hedron for i = 1, 2. The transformation from local coordinates xLi
to world coordinates

x is given by
x = xi +RixLi

,

which can be rewritten, using typical rotation matrices R1 and R2, in the form

xLi
= RT

i (x− xi).

Local formulation of Pi = CP (ALi
, bLi

, 0) is equivalent to global formulation of Pi =
CP (ALi

RT
i , bLi

+ ALi
RT
i xi, xi). Hence, our ratio metrics globally become the computa-

tion of

r(P1, P2) = min
t≥0

{
AL1R

T
1 x ≤ t(bL1 + AL1R

T
1 x1) + (1− t)AL1R

T
1 x1

AL2R
T
2 x ≤ t(bL2 + AL2R

T
2 x2) + (1− t)AL2R

T
2 x2

= min
t≥0

{
AL1R

T
1 x− b1t ≤ AL1R

T
1 x1

AL2R
T
2 x− b2t ≤ AL2R

T
2 x2

.

(3.4)
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The restrictions PE(xi, t) for i = 1,2 which can be written as

ÂLi
RT
i x− b̂it ≤ ÂLi

RT
i xi,

where Âi = QiAi and b̂i = Qibi and Qi is the projection matrix that chooses the
inequalities that define the facets of P (xi, t) that involve E. Therefore

r(PE(x1, t), PE(x2, t)) = min
t≥0

{
ÂL1R

T
1 x− b̂1t ≤ ÂL1R

T
1 x1

ÂL2R
T
2 x− b̂2t ≤ ÂL2R

T
2 x2

(3.5)

where the sum of the rows of ÂL1 and ÂL2 totals n+1.
We note that a combination of facets for which the calculation of (3.5) will be

identical to (3.4) yields an event point caused when the bodies are in perfect contact.
The significance of this is that there are finitely many combinations of interest, and that
leads us to examine the implicit piecewise definition of our metric.

3.2. Component Signed Distance Functions

The gradient is used to produce the normal vectors at contact between two bodies.
For the global formulation of Pi = CP (ALi

RT
i , bLi

+ALi
RT
i xi, xi) for i = 1, 2, we can list

all the potential events. Suppose that there are n1,2 such potential events. We will use
the component functions corresponding to each potential event.

We associate with the mth potential event E(m), a component function Φ̂(m), and
we use the restrictions PE(m)(x1, t) and PE(m)(x2, t). Then we write Φ̂(m) in the form

Φ̂(m) = f(rm), where f(t) = (t− 1)/t and

rm = min
t≥0

{
Âm1R

T
1 x− bm1t ≤ Âm1R

T
1 x1

Âm2R
T
2 x− bm2t ≤ Âm2R

T
2 x2

,

where the sum of the numbers of rows of Âm1 and Âm2 is n+1.

Notice that Φ̂(m) depends on the translation and rotation variables. Also note that
Φ̂(m) might not be defined. Indeed, we expect Φ̂(m) to be defined for some configurations
of the global position variables, and not defined for others, in which cases we consider
Φ̂(m) to have the value of −∞ for convenience. The following theorem, due to Hart [18]
tells us that the ratio metric penetration depth is the maximum of component distance
functions. It will play a key role in the computation of the generalized gradient.

Theorem 4. Suppose x1 6= x2. Let Pi = CP (ALi
RT
i , bLi

+ ALi
RT
i xi, xi) be convex

polyhedra for i = 1, 2, and let
{
E(1), E(2), · · · , E(N)

}
be the list of all possible events with

corresponding component distance functions
{

Φ̂(1), Φ̂(2), · · · , Φ̂(N)
}

. Then

ρ(P1, P2) = max
{

Φ̂(1), Φ̂(2), · · · , Φ̂(N)
}
,

where ρ(P1, P2) is defined by (2.2).
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3.3. Differentiability Restricted at Perfect Contact

It is unreasonable to expect the ratio metric to be differentiable at a point of contact
that is not a BCU, just as it is unreasonable to expect a real-valued function of a real
variable to be differentiable when its graph has a corner. In this case the nonuniqueness
of a potential normal vector is the problem.

Suppose that we have two convex polyhedra in perfect contact. When we restrict
ourselves to any event that occurs because of this perfect contact, the ratio metric (and
thus the ratio metric penetration depth) needs to be differentiable. A theorem due to
Hart [18], in fact, states that for convex polyhedra Pi = CP (ALi

RT
i , bLi

+ ALi
RT
i xi, xi)

in world coordinates for i = 1, 2, at any event of perfect contact E, r(PE(x1, t), PE(x2, t))
is infinitely differentiable with respect to the translation vectors and rotation angles.

We thus conclude that the component functions Φ̂(m) are infinitely differentiable if
they are active perfect contact events. We call a component function active if Φ̂(m) =
ρ(P1, P2). An immediate open set argument shows that nearly active perfect contact

events also have Φ̂ infinitely differentiable with respect to the translation vectors and
rotation angles.

Therefore, when all component functions correspond to perfect contact events, the
function ρ is piecewise smooth. In the next subsection, we describe how its generalized
gradient can then be computed.

3.4. Generalized Gradient of the Ratio Metric

We now list one of the assumptions about the kinematic description of the non-
interpenetration constraints.

Assumption A1: There exist εo > 0, Cd
1 > 0, and Cd

2 > 0 such that

• Φ(j) for 1 ≤ j ≤ nB are piecewise continuous on their domains Ωε, with
piecewise components Φ̂(m)(q), which are twice continuously differentiable in
their respective open domains with first and second derivatives uniformly
bounded by Cd

1 > 0 and Cd
2 > 0, respectively, and

• Θ(i)(q) for i = 1, 2, · · · ,m are twice continuously differentiable in Ωε with
first and second derivatives uniformly bounded by Cd

1 > 0 and Cd
2 > 0,

respectively.

Let us now prove a small lemma concerning the representation of our piecewise
functions on a line segment.

Lemma 5. Let the functions Φ(j) be piecewise continuously differentiable. Also, let the
position q, the vector w, and real number t > 0 be given such that the line segment
from q to q + tv is feasible. Then we can find a sequence

{
t1, t2, . . . , tkj

}
of increasing
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positive real numbers and a sequence of component functions
{

Φ̂(m1), Φ̂(m2), . . . , Φ̂(mkj
)
}

such that

Φ(j)(q + tv)− Φ(j)(q) =

kj∑
i=1

[
Φ̂(mi)(q + tiv)− Φ̂(mi)(q + ti−1v)

]
. (3.6)

Proof. Since we know that the segment from q to q + tv is in the domain of Φ(j), we
consider that very segment which we will subdivide into finitely many subsegments.

Let to = 0. At the point p, there is an active event, m1. We can then find t1 which
is the largest value of t for which m1 is active. If q + t1v is not equal to q + tv, then we
repeat the process, finding an active event m2 at q + t1v and the largest value of t, say
t2 with t2 > t1, for which m2 is active.

Because of the unique way Φ(j) is defined, the way we defined the ti, and the fact that
only finitely many events exist, we can use Theorem 4 to enumerate a finite number of
values t1, t2, . . . , tkj

and associated events m1,m2, . . . ,mkj
such that on the ith segment

we get
Φ(j)(q + tv) = Φ̂(mi)(q + tv) ∀t ∈ [ti−1, ti].

We can then write

Φ(j)(q + tv)− Φ(j)(q) =

kj∑
i=1

[
Φ(j)(q + tiv)− Φ(j)(q + ti−1v)

]
=

kj∑
i=1

[
Φ̂(mi)(q + tiv)− Φ̂(mi)(q + ti−1v)

]
,

(3.7)

which completes the proof.

Lemma 6. If Assumption A1 holds, then for any j such that 1 ≤ j ≤ nB, we have Φ(j)

is everywhere directionally differentiable. Moreover, the generalized gradient of Φ(j) is
contained in the convex cover of the gradients of its component functions that are active
at q and evaluated at q.

Proof. Let q be any point in the domain of Φ(j). We need to consider the generalized
directional derivative of Φ(j) at q in the direction v is defined (see [13]) by

Φ(j)o(q; v) = lim sup
p→q,t↓0

Φ(j)(p+ tv)− Φ(j)(p)

t
.

We therefore consider the segment from q to q+ tv, which we will subdivide into finitely
many subsegments.

10



We invoke Lemma 5 so that from p to p+τw for 0 ≤ τ ≤ t, we can find an increasing
sequence of values 0 = to < t1 < · · · < tn = t and corresponding restrictions Φ̂(mi).

Next we use differentiability of the component functions and the mean value theorem
to calculate

1
t

[
Φ(j)(p+ tv)− Φ(j)(p)

]
=

1

t

k∑
i=1

[
Φ̂(mi)(p+ tiv)− Φ(j)(p+ ti−1v)

]
=

1

t

k∑
i=1

[
(ti − ti−1)∇Φ̂(mi)

T
(p+ ζi−1v)v

]
.

Since we know that
lim sup
p→q,t↓0

∇Φ̂(mi)(p+ ζi−1v) = ∇Φ̂(mi)(q)

and

lim
t→0

1

t

k∑
i=1

(ti − ti−1) = 1,

our initial calculation can be simplified because the calculation of Φ(j)o(q; v) always
produces a convex combination of the gradients of the events that are active at q and
evaluated at q. This is enough to show that the generalized gradient ∂Φ(j)(q) must be
contained within the convex cover of the gradients of the component functions that are
active at q and evaluated at q.

Lemma 7. If Assumption A1 holds, then for any j such that 1 ≤ j ≤ nB, Φ(j) satisfies
a Lipschitz condition.

Proof. By Lebourg’s mean value theorem [13], given q1 and q2 in the domain of Φ(j),
there exists qo on the line segment between q1 and q2 that satisfies

Φ(j)(q1)− Φ(j)(q2) ∈
〈
∂Φ(j)(qo), q1 − q2

〉
.

Hence, there is some Γ ∈ ∂Φ(j) such that

Φ(j)(q1)− Φ(j)(q2) = Γ(q1 − q2).

However, we know by Lemma 6 that Γ must be a convex combination of gradients of
component functions. Notice that by Assumption A1, each of these gradients can be
bounded above by Cd

1 . Thus, we must have∣∣Φ(j)(q1)− Φ(j)(q2)
∣∣ ≤ Cd

1‖q1 − q2‖,

which concludes the proof.
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4. The time-stepping algorithm

We will often use complementarity notation which, we now define.

Definition 8. Let a and b be real numbers satisfying the following.

1. a ≥ 0

2. b ≥ 0

3. ab = 0

Then a and b are complementary. We say that a and b satisfy a complementarity con-
dition, and we write

a ≥ 0 ⊥ b ≥ 0.

The vectors u and v of length k satisfy a complementarity condition if u(i) is comple-
mentary to v(i) for i = 1, 2, . . . , k. We denote the condition by

u ≥ 0 ⊥ v ≥ 0.

As we model the motion, we have to observe constraints, whether implicit or explicit,
if our model is to be realistic. Geometrical constraints involve only the position variable
and depend on the shape of the bodies and the type of constraints involved. We focus
our attention on noninterpenetration constraints, a geometrical condition, and on the
kinematic friction constraint. The translational and angular components of a body are
commonly grouped into one vector, which we call the composite position [20]. In what
follows, we use a vector q to represent the composite position of a body.

Polyhedral Bodies. Our model assumes that all bodies are convex and polyhedral.
For the ji

th body, we define Pji = CP (Ajj , bji , 0) to be the polyhedron defined by the
linear inequalities

Ajix ≤ bji ,

which contains the origin. By convention and without loss of generality, we normalize
this system such that all entries of vector bji are equal to 1.

Rotation Matrix. Suppose that the position of the body Bji has center at xji
and rotation angles θji . Using world coordinates, we get Pji = CP (AjiR

T
ji

(θji), bji +
AjiR

T
ji

(θji)xjixji). Here Rji is a rotation matrix. We will use an Euler angle parameter-
ization of the rotation matrix.

Position Coordinates. Let the space Qj contain the generalized coordinates for
the bodies Bj1 and Bj2 . This is accomplished if the bodies Bj1 and Bj2 have centers at
xj1 and xj2 , respectively, and respective rotation angles θj1 and θj2 . Then the generalized
position vector in Qj is

qj =

 xj1
θj1
xj2
θj2

 .
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Now suppose that we have nB rigid bodies in the system. Denote by Q1, Q2, . . . , QnB

the spaces that contain generalized coordinates of the bodies B1, B2, . . . , BnB
, whose

generalized coordinates we denote by q1, q2, . . . , qnB
. These spaces are locally homeo-

morphic with some bounded open set of Rs [20]. The aggregate generalized position
(from here on, the generalized position) becomes q = (qT1 , q

T
2 , . . . , q

T
nB

)T . We denote
Q = Q1 ×Q2 × . . . , QnB

.

4.1. Physical Constraints

Physically, we need to constrain the bodies from penetrating one another if they are
not to occupy the same space. Additionally, we need to describe how we model contact
and how we handle friction.

Noninterpenetration Constraints. Typically, mathematical models of the con-
straints of noninterpenetration are defined in terms of a continuous signed distance
function between the two bodies Φ(j)(q) [3]. We will write the collection of these nonin-
terpenetration constraints as

Φ(j)(q) ≥ 0, j = 1, 2, . . . , p.

Our model computes the ratio metric penetration depth as the signed distance func-
tions between the piecewise smooth polyhedra Pj1 and Pj2 using Definition 1. If the
bodies Bj1 and Bj2 have centers at xj1 and xj2 , respectively, and respective rotation
angles θj1 and θj2 , then at the generalized position q we have

Φ(j)(q) = ρ(Pj1 , Pj2) =
r(Pj1 , Pj2)− 1

r(Pj1 , Pj2)
,

where
r(Pj1 , Pj2) = min{t|Pj1(xj1 , t)

⋂
Pj2(xj2 , t) 6= ∅}.

We will refer to the Φ(j)(q) simply as the (signed) distance functions. It should be
clear that these distance functions are mappings that depend continuously on q and on
the shape of the bodies, but we consider the latter dependency only implicitly.

Sufficient conditions for local differentiability of Φ(j)(q) have been discussed in [5]. For
our polyhedral bodies, however, the function Φ(j)(q) cannot be differentiable everywhere.
We earlier discussed the fact that our distance function is piecewise differentiable. We
need to take advantage of this piecewise differentiability.

Suppose that the jthsigned distance function Φ(j)(q) will have kj component signed
distance functions.

Φ
(j)
1 (q),Φ

(j)
2 (q), . . . ,Φ

(j)
km

(q), j = 1, 2, . . . , p.

For convenience, we rename the collection of component as

Φ̂(m)(q), m = 1, 2, . . . , po,

13



where po = k1 + k2 + · · ·+ kp.
At any event E at the perfect contact, our model uses the restrictions PE(xji , t)

for i = 1, 2 to compute r(PE(xj1 , t), PE(xj2 , t)), with which we define the component
function

Φ̂(m)(q) =
r(PE(xj1 , t), PE(xj2 , t)))− 1

r(PE(xj1 , t), PE(xj2 , t))
.

Contact Model. We now denote the normal at an event (m) by

n(m)(q) = ∇qΦ̂
(m)(q), m ∈ E .

When the contact is active, it can exert a compressive normal impulse, c
(m)
n n(m)(q), on

the system, which is modeled mathematically by requiring c
(m)
n ≥ 0. The fact that the

contact must be active before a nonzero compression impulse can act is expressed by
the complementarity constraint

[h]Φ̂(m)(q) ≥ 0 ⊥ c(m)
n ≥ 0, m ∈ E . (4.8)

See Figure 3 for an illustration of the model of contact..

Figure 3: Model of contact

Friction Constraints. Frictional constraints are expressed by means of a discretiza-
tion of the Coulomb friction cone [8, 9, 35]. For a contact m ∈ {1, 2, . . . , po}, we take a

collection of coplanar vectors d
(m)
i (q), i = 1, 2, . . . ,M

(m)
C , which span the plane tangent

at the contact (though the plane may cease to be tangent to the contact normal when

mapped in generalized coordinates [3]). The convex cover of the vectors d
(m)
i (q) should

approximate the transversal shape of the friction cone.
Denote by D(m)(q) a matrix whose columns are d

(m)
i (q) 6= 0, i = 1, 2, . . . ,M

(m)
C , that

is, D(m)(q) =

[
d

(m)
1 (q), d

(m)
2 (q), . . . , d

(m)

M
(m)
C

(q)

]
. A tangential impulse is

∑M
(m)
C

i=1 β
(m)
i d

(m)
i (q),

where β
(m)
i ≥ 0, i = 1, 2, . . . ,M

(m)
C . Assume that the tangential contact description is

balanced, that is,

14



∀i, 1 ≤ i ≤M
(m)
C , ∃k, 1 ≤ k ≤M

(m)
C such that d

(m)
i (q) = −d(m)

k (q).

The friction model requires maximum dissipation for given normal impulse c
(m)
n and

velocity v and guarantees that the total contact force is inside the discretized cone. This
model can be expressed as

D(m)T
(q)v + λ(m)e(m) ≥ 0 ⊥ β(m) ≥ 0,

µc
(m)
n − e(m)T

β(m) ≥ 0 ⊥ λ(m) ≥ 0.
(4.9)

Here e(m) is a vector of ones of dimension M
(m)
C , e(m) = (1, 1, . . . , 1)T , µ(m) ≥ 0 is

the Coulomb friction parameter, and β(m) is the vector of tangential impulses β(m) =(
β

(m)
1 , β

(m)
2 , . . . , β

(m)

M
(m)
C

)T
. The additional variable λ(m) ≥ 0 is approximately equal to

the norm of the tangential velocity at the contact, if there is relative motion at the
contact, or ‖D(q)(m)T

v‖ 6= 0 [8, 35].
Linear Complementarity Model. Let hl > 0 be the time step at time t(l), when

the system is at position q(l) and velocity v(l). We have that hl = t(l+1) − t(l). Choose
the new position to be q(l+1) = q(l) +hlv

(l+1), where v(l+1) is determined by enforcing the
simulation constraints.

The noninterpenetration constraints are enforced at the velocity level by modified
linearization of the mappings Φ̂(m). At the velocity level, we enforce the noninterpen-
etration constraint of index j, that is, Φ(j)(q) ≥ 0. Thus, modified linearization at q(l)

for one time step amounts to γΦ(j)(q(l)) + hl∇qΦ
(j)T

(q(l))v(l+1) ≥ 0, where γ is a user-
defined parameter. If γ = 1, then we would achieve proper linearization, which is the
case treated in [5].

Since our noninterpenetration constraints are piecewise defined, we need to have
Φ̂(m)(q(l)) ≤ Φ(j)(q(l)). Thus, our linearization becomes γΦ(j)(q(l))+hl∇qΦ̂

(m)T
(q(l))v(l+1) ≥

0; that is, after including the complementarity constraints (4.8) and using the definition

of n(m)(q(l)) = ∇qΦ̂
(m)(q(l)), we have

n(m)T

(q(l))v(l+1) +
γ

hl
Φ(j)(q(l)) ≥ 0 ⊥ c(m)

n ≥ 0. (4.10)

Now we completely define the prevailing system that describes our model. We first
use an Euler discretization of the equations of motion, that is, of Newton’s law. This
results in the following equation [6]:

M(q(l))
(
v(l+1) − v(l)

)
= hlk

(
t(l), q(l), v(l)

)
+
∑
m∈E

c(m)
n n(m)(q(l)) +

M
(m)
C∑
i=1

β
(m)
i d

(m)
i (q(l))

 .

Next, we use the modified linearization of the noninterpenetration constraints (4.10) to
get

n(m)T
(q(l))v(l+1) + γ

hl
Φ̂(m)(q(l)) ≥ 0 ⊥ c

(m)
n ≥ 0, m ∈ E .
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Finally, we include the conditions for model of friction (4.9).

D(m)T
(q)v + λ(m)e(m) ≥ 0 ⊥ β(m) ≥ 0 m ∈ E ,

µc
(m)
n − e(m)T

β(m) ≥ 0 ⊥ λ(m) ≥ 0 m ∈ E .

We can then rewrite the system to obtain the following mixed linear complementarity
problem:


M (l) −ñ −D̃ 0
ñT 0 0 0
D̃T 0 0 Ẽ
0 µ̃ −ẼT 0


 v(l+1)

cn
β̃
λ

+

 −Mv(l) − hlk(l)

∆
0
0

 =

 0
ρ
σ̃
ζ

 (4.11)

[
cn
β̃
λ

]T [
ρ
σ̃
ζ

]
= 0,

[
cn
β̃
λ

]
≥ 0,

[
ρ
σ̃
ζ

]
≥ 0 . (4.12)

Here
ñ = [n(m1), n(m1), . . . , n(ms)],

cn = [c
(m1)
n , c

(m2)
n , . . . , c

(ms)
n ]T ,

β̃ = [β(m1)T , β(m2)T , . . . , β(ms)T ]T ,
D̃ = [D(m1), D(m2), . . . , D(ms)],
λ = [λ(m1), λ(m2), . . . , λ(ms)]T ,
µ̃ = diag(µ(m1), µ(m2), . . . , µ(ms))T ,

∆ = γ 1
h

(
Φ(Bod(E(m1))),Φ(Bod(E(m2))), . . . ,Φ(Bod(E(ms)))

)T
,

and

Ẽ =


e(m1) 0 0 . . . 0

0 e(m2) 0 . . . 0
...

...
...

...
...

0 0 0 . . . e(ms)


are the lumped LCP data, and E = {m1,m2, . . . ,ms} are the active events constraints.

Here e(j) is a vector of ones of dimension m
(j)
C ; that is, e(j) = (1, 1, . . . , 1)T . The vector

inequalities in (4.12) are to be understood componentwise.
To simplify the presentation we do not explicitly include the dependence of the

parameters in (4.11–4.12) on q(l). Also, M (l) = M(q(l)) is the value of the mass matrix
at time t(l), and k(l) = k(t(l), q(l), v(l)) represents the external force at time t(l).

4.2. Active Set and Active Events

Given the position q, two bodies are in physical contact if and only if Φ(j)(q) = 0 for
some j, 1 ≤ j ≤ p. We define the physically active set as{

j | Φ(j)(q) = 0, j = 1, . . . , p
}
. (4.13)
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Because of the components of Φ(j)(q), this is equivalent to having Φ
(j)
k (q) = 0, for some

j, 1 ≤ j ≤ p and for some k, 1 ≤ k ≤ kp. Since we renamed and reordered the functions,
we know that if two bodies are in physical contact, then for some index m, 1 ≤ m ≤ po,
we have Φ̂(m)(q) = 0.

We need a way to identify where the contact occurs, so in the following, when we refer
to contact j, we are saying that the two bodies whose (piecewise) distance is determined

by Φ
(j)
k are in contact and, because of renaming, we have Φ̂(m) = Φ

(j)
k . If two bodies are

in contact at position q, then Φ(j)(q) = Φ
(j)
k (q) = 0, and hence Φ̂(m)(q) = 0 for some m.

For computational efficiency, only the events that are imminently active are included
in the dynamical resolution and linearized, and their set is denoted by E . One prac-
tical way of determining E is by choosing sufficiently small parameters ε̂t and ε̂x. The
definition becomes

E1(q) =
{
m | Φ(j) ≤ ε̂t, j = Bod(E(m)), 1 ≤ m ≤ po

}
E2(q) =

{
m | 0 ≤ Φ̂(m) − Φ(j) ≤ ε̂t, j = Bod(E(m)), 1 ≤ m ≤ po

}
E3(q) =

{
m | E(m)

x ∈ CP (ALm1
RT
m2
, bLm1

+ ALm1
RT
m1
xm1 , xm1) + ε̂x, 1 ≤ m ≤ po

}
E4(q) =

{
m | E(m)

x ∈ CP (ALm2
RT
m2
, bLm2

+ ALm2
RT
m2
xm2 , xm2) + ε̂x, 1 ≤ m ≤ po

}
and

E(q) = E1(q)
⋂
E2(q)

⋂
E3(q)

⋂
E4(q). (4.14)

This defines the nearly active (or computationally active) set of events.
The nearly active set of events is related to the nearly active set of contacts. We

formally define the computationally active set (or nearly active set) of contacts.

A(q) =
{
j | Φ(j)(q) ≤ ε̂t, j = 1, . . . , p

}
, (4.15)

where εt > 0 is a given parameter.
Let a position q be given. If A(q) is empty, then by definition E(q) must be empty.

On the other hand, if A(q) is not empty, then at least one event must be active, and so
E(q) cannot be empty. In other words, we have shown that

A(q) = ∅ ⇐⇒ E(q) = ∅.

In fact, when A(q) is not empty, there is some event m such that Φ(j)(q) = Φ̂(m)(q). We

cannot have an m such that Φ̂(m)(q) < Φ(j)(q), because then m /∈ E2(q). The consequence
is that

min
j∈A

Φ(j)(q) = min
m∈E

Φ̂(m)(q).
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4.3. Algorithm

Many researchers have pursued a simulate-detect-restart approach [8, 12, 14, 35],
where the simulation is stopped at the collision, the collision is often resolved by using,
say, LCP techniques [8, 17], and then the simulation is restarted. If many collisions
occur per unit of simulation, then there will be many costly updates – or worse, the
timestep may easily approach zero in the face of multiple collisions.

In the approach presented here, the active set A (4.15) is always defined; and with
the appropriately chosen parameter ε̂, we can compute the computationally active events
E (4.15). Also, for appropriately chosen step size hl and parameter ε̂, our time-stepping
scheme may proceed despite small interpenetrations, and the physically active set at the
end of each step is contained in E . Thus there is no need to stop the simulation if ε̂ is
appropriately chosen.

Computationally, our approach is more appealing because we solve only one LCP for
fixed time-step h, making it more attractive for interactive simulation. In [4] we showed
for the smooth case that this scheme achieves constraint stabilization and that infea-
sibility at step l is upper bounded by O(‖hl−1‖2‖v(l)‖2

). We will show that constraint
stabilization is achieved for our piecewise smooth distance functions.

Algorithm 9. Time-Stepping Algorithm for Convex Polyhedra

Algorithm for piecewise smooth multibody dynamics

Step 1: Given q(l), v(l), and hl, calculate the active set A
(
q(l)
)

and active events

E
(
q(l)
)
.

Step 2: Compute v(l+1), the velocity solution of the mixed LCP (4.11).

Step 3: Compute q(l+1) = q(l) + hlv
(l).

Step 4: IF finished, THEN stop, ELSE set l = l + 1 and restart.

We make the following additional assumptions about the kinematic description of
the noninterpenetration constraints.

Assumption D1: The mass matrix is constant. That is, M
(
q(l)
)

= M (l) = M .

Assumption D2: The norm growth parameter c(·, ·, ·) used in [5] is constant. That is,

c (A(q, µ̃), B(q).M) ≤ co ∀ε ∈ [0, εo] ∀q ∈ Ωε,

where A(q, µ̃) and B(q) are the matrices defining the inequality constraints and
equality constraints, respectively.
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Assumption D3: The external force is continuous and increases at most linearly with
the position and velocity, and is uniformly bounded in time. That is,

k(t, v, q) = ko(t, v, q) + fc(v, q) + k1(v) + k2(q), (4.16)

and there is some constant cK ≥ 0 such that

‖ko(t, v, q)‖ ≤ cK
‖k1(v)‖ ≤ cK‖v‖
‖k2(q)‖ ≤ cK‖q‖.

In addition, assume that
vTfc(v, q) = 0 ∀v, q.

We can now state our main results on the constraint stability of our algorithm which
can be summarized in the next theorem, which Hart [18] proved.

Theorem 10. Consider the time-stepping algorithm defined above and applied over a
finite time interval [0, T]. Assume the following.

• The active set A(q) is defined by (4.15).

• The active events E(q) are defined by (4.14).

• The time steps hl > 0 satisfy

N−1∑
l=0

hl = T, l = 1, 2, . . . , N − 1,

hl−1

hl
= ch, l = 1, 2, . . . , N − 1 .

• The system satisfies Assumptions D1 - D3.

• The system is initially feasible. That is, I(q(0)) = 0.

Then, there exist H > 0, V > 0, and Cc > 0 such that

1. ‖v(l)‖ ≤ V ∀l, 1 ≤ l ≤ N , and

2. I (q(l)) ≤ Cc‖v(l)‖2
h2
l−1,∀l, 1 ≤ l ≤ N .

At this point, we know that if we can successfully compute the velocity solution of
the mixed LCP (4.11) we can implement this solution into Algorithm 9, then, under
modest additional assumptions, Theorem 10 will guarantee success.
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5. Numerical Results

We now describe computational experiments with the algorithm we presented in §4,
which is the algorithm for [7, 19] adapted to the case where we have polyhedral bodies.
An application of this method was used in a robotic grasp simulator [26]. We have
created several configurations to be simulated.

5.1. Problem: Balance2

The Balance2 problem is two dimensional and has six bodies: two triangles, three
squares, and one rectangle. With two squares and a triangle place on the rectangle and
delicately balanced on the other triangle, a square is dropped at one end, disturbing the
initial balance of the system.

We ran the simulation for 12 seconds. In Figure 4, we show six successive frames
from the simulation. They represent the situation for the values of time 0, 2, 3, 5, 6,
and 12 seconds, respectively.

We demonstrate the effect of the constraint stabilization parameter γ, by running the
problem for a series of values of γ ∈ {0, 0.25, 0.5, 0.75, 1} and h ∈ {0.1, 0.05, 0.02, 0.01}.
The results are shown in Figure 5, where we clearly see that as the stepsizes increase,
the infeasibility grows.

In Figure 6 we fixed γ = 1 and showed that, as h ∈ {0.1, 0.02, 0.01, 0.002, 0.001}, in
the limit as the stepsize approaches zero, the behavior of the infeasibility is proportional
to the square of the stepsize, which validates Theorem 10.

A demonstration of the simulation can be seen in Figure 7, which is a QuickTime
movie.

5.2. Problem: Pyramid1

Despite its name, the Pyramid1 problem is two dimensional and involves a single
triangle with nine rectangular bodies arranged in a row. The triangle makes contact
with one rectangle, which causes a chain reaction similar to dominoes falling.

We ran the simulation for 10 seconds. At the end of the simulation, the bodies were
all at rest.

In Figure 8, we show six successive frames from the simulation. They represent the
situation for the values of time 0, 1, 2, 3, 4, and 10 seconds, respectively. The quadratic
nature of the constraint stabilization is again demonstrated in Figure 9, when we again
fixed γ = 1 and observed that, as h ∈ {0.1, 0.02, 0.01, 0.002, 0.001}, the behavior of the
infeasibility is proportional to the square of the stepsize in the limit, again validating
Theorem 10.

We have included another QuckTime movie in Figure 10,which gives a visualization
of the simulation.
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Figure 4: Six successive frames from Balance2
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Figure 5: Problem Balance2: effect of constraint stabilization constant γ on infeasibility

Figure 6: Problem Balance2: infeasibility
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(QuickTime movie follows)

Figure 7: Movie for balance2

5.3. Problem: Dice3

Our approach applies equally well to a three dimensional problem. The problem we
present here is a simple three-dimensional problem involving two cubes, one on top of
the other. Gravity causes the cube on top to fall over the edge of the bottom cube.

We ran the simulation for 3 seconds. At the end of the simulation, both of the bodies
were on the floor, but the one that fell was not quite at rest. In Figure 11, we show
four successive frames from the simulation. They represent the situation for the values
of time 0, 1, 2, and 3 seconds, respectively.

We once again noticed the quadratic nature of the constraint stabilization for this
three dimensional problem, again seen in Figure 12 when we fixed γ = 1 and observed
that, as h ∈ {0.1, 0.05, 0.01, 0.005}, the behavior of the infeasibility is proportional to
the square of the stepsize in the limit, again validating Theorem 10 for a 3D case.

The QuckTime movie Figure 13 is a small demonstration of the simulation for this
example.

5.4. Numerical Summary

We have demonstrated that the ratio metric introduced in this paper is usable for
time-stepping RMBD simulation. In addition, Theorem 10 was validated by demonstrat-
ing that the infeasibility, as measured by our metric, decreases at least quadratically with
the size of the time step. Moreover, the metric equivalence theorem, Theorem 2, guar-
antees that the Minkowski penetration depth will decrease with the same asymptotic rate.
Of course, nothing prevents us from using our metric in penalty methods as well; but

23


balance2.mov
Media File (video/quicktime)



Figure 8: Six successive frames from Pyramid1

Figure 9: Problem Pyramid1: Infeasibility
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(QuickTime movie follows)

Figure 10: Movie for pyramid1

our demonstration shows that the more complex time-stepping methods as defined in
Section 4, work as well.

6. Conclusions and Future Research

We have described an O(m+n) penetration depth measure, a new method of deter-
mining when two convex polyhedra intersect and measuring the amount of penetration,
when it exists. This new method, which defines a signed distance function, has a better
theoretical computational complexity than do existing methods for measuring penetra-
tion depth. Moreover, it is metrically equivalent to the Minkowski penetration depth,
the gold standard for penetration depth calculations. After we analyzed differentiation
properties of this new measure and described computation of normal vectors at contact,
we explained how to implement it in a time-stepping scheme. We demonstrated by
several examples that this metric is indeed usable with time-stepping schemes.

While the theoretical complexity of our metric is attractive, an important issue is
whether this truly results in faster computations. Like most issues having to do with
theoretical complexity, decades of investigating various techniques makes a proof difficult
in practice. Nevertheless, we plan in the near future to investigate collisions between
polyhedra with very large number of faces in order to demonstrate the situation where
this algorithm can practically supersede existing approaches. Our ability to characterize
the generalized gradient of the metric has resulted in an approach that can work with
time-stepping schemes with fixed time step. The lack of smoothness of the gap function
has prevented the formal definition of such algorithms in past work. To our knowledge,
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Figure 11: Four successive frames from Dice3
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Figure 12: Problem dice3: Infeasibility

(QuickTime movie follows)

Figure 13: Movie for dice3

this is the first time an approach that can work even in principle was proposed. Another
interesting area of future investigation is the case of piecewise smooth bodies that are
not necessarily polyhedral.
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